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Motivation

Takeaways

How Does VLLMs Fine-Tuning Affect the Alignment of LLMs?

VLGuard: First Open-Source Safety Fine-tuning Dataset for VLLMs
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Paper & Code

Finding 1: VLLM Fine-Tuning Leads LLMs to Forget Safety Alignment

Fine-tuning Strategy

1. How Much Safe Data is Needed?

Fine-tuning on VLGuard leads to significantly lower harmfulness, with better 
or similar helpfulness compared to the vanilla model. This improvement was 
consistently observed in both LoRA and full fine-tuning.

Win rate of finetuned models against original VLLMs (%).
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VLLMs are Helpful, But Not Safe Enough

Further Results

Finding 2: A Closer Look at Training Data – It Contains Harmful Content!

Finding 3: LoRA Exhibits Greater Safety Risks Compared to Full Fine-Tuning

Finding 4: Removing Unsafe Training Data Only Partially Restores Safety

❖ Post-hoc FT: Applicable to already trained VLLMs
❖Mixed FT: Plug-and-play data for training VLLMs

Benchmarking on VLGuard

3. Generalization to Unseen Categories

4. Human Evaluation

2. Can Text-Only Safety Data Help VLLMs?

We found many harmful data instances in VLLMs’ training sets, which were always presumed benign.

Language safety data does NOT help vision-language safety.

Explicit Safety Alignment is Needed for VLLMs!

GPT-4V Assisted Data Curation

Post-hoc FT

➢ VLLM fine-Tuning leads LLMs to forget safety 
alignment

➢ VLGuard is a free lunch to use for VLLM safety 
fine-tuning:
• Mixed FT: <0.1% of the total data
• Post-hoc FT: ~10 minutes with 2x A100

➢ Why so effective: high-quality safety data 

5. Robustness to Advanced Black-box Attacks

Fine-tuning on VLGuard significantly reduces ASR and increases the 
average number of queries required to break the model.
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