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Paper & Code

LLMs and VLLMs are Not Robust for MCQs
2. Symbol-Content Correlations

Comparison of positional bias, circular evaluation, symbol attack, and our 
adversarial permutation on MMLU dataset. Position bias and other attacks 
have moderate impact compared to our adversarial permutation.

Majority vote performance when considering the easy sample w.r.t. a certain model to be the ones where 50% of the 
permutations are correct. The final performance will be determined by the total number of easy and difficult samples.
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Understanding Vulnerability Causes

❖ Do NOT fully rely on MCQs for Evaluations.

❖ Better training strategies and/or architectures are needed. 

※ LLMs and VLLMs are increasingly advanced and widely used.
※Multiple-choice questions are a key evaluation method.

Attack strategy:
⮚Given a question 𝑞 and an answer list 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑘}
⮚ We maximize the loss ℒ w.r.t. all possible permutation Π

Summary of MCQA adversarial attack results for LLMs and VLLMs, with average accuracy across all datasets.

Performance of (V)LLMs before and after adversarial attack. Red shading indicates 
experiments where the permutation attack reduced performance below chance level.

No Straightforward Approach Can Mitigate the Vulnerability

1. Position Bias and Other Attacks

The correlation of predictions indicates that the model may have learned 
shortcuts or spurious correlations linking option symbols with answer content.

Fine-tuning with permutation can enhance the robustness to the permutation 
attacks compared to the zero-shot and regular fine-tuning baseline.Why Does Majority Vote Fails?

3. Fine-tuning Helps Yet Not a Universal Solution

Impact of post-hoc mitigation strategy against the permutation attack on the MMLU dataset. Contextual calibration 
fails completely. Majority vote and M-Confidence ameliorate the attack, but do not completely restore performance. 
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